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Hausdorff Dimensions of Zero-Entropy Sets
of Dynamical Systems with Positive Entropy
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Suppose that (X,T ) is a compact positive entropy dynamical system which we
mean that X is a compact metric space and T : X → X is a continuous trans-
formation of X and the topological entropy h(T ) > 0. A point x ∈ X is called
a zero-entropy point provided h(T ;Orb+(x)) = 0, where Orb+(x) = {T n(x) |n ∈
Z+} is the forward orbit of x under T and Orb+(x) is the closure. Let E0(X,T )

denote the set of all zero-entropy points. Naturally, one would like to ask the
following important question:

How big is E0(X,T ) for a dynamical system?

In this paper, we answer this question. More precisely, we prove that if, further-
more, (X,T ) is locally expanding, then the Hausdorff dimension of E0(X,T )

vanishes.

KEY WORDS: Zero-entropy point; zero-entropy set; entropy; Hausdorff
dimension; locally expanding map; substitution sequence.

1. INTRODUCTION

In the study of dynamical systems, one always hopes to pay more attention
to an “important part” of a dynamical system. What is an “important
part”? This really depends upon his viewpoint. For a given dynamical sys-
tem (X,T ), for example, from the viewpoint of ergodic theory, the generic
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point set G(T ) consisting of all points x ∈X at which limits

lim
n→∞

1
n

n−1∑

i=0

ϕ(T ix)=ϕ∗(x) (∀ϕ ∈C0(X,R)), (1.1)

exist is important. On the other hand, from the viewpoint of topology,
the nonwandering point set �(T ) and the ω-limit set L(T ) are both
important. Each of the subsystems (G(T ), T|G(T )), (�(T ), T|�(T )), and
(L(T ), T|L(T )) contains almost all important dynamical behaviors of the
original dynamical system (X,T ). However, we still would like to ask the
following question:

Are such subsystems “really” simpler or smaller than the original (X,T )?

Notice that it is well known that G(T ),�(T ), and L(T ) are all totally
measure 1 from the viewpoint of ergodic theory! So they are not really
smaller than X from the measure-theoretical point of view. Our important
goal in this paper is to find another small subsystem which remains the
most important dynamical information of the original system entropy.

In the rest of the paper, we assume that X is a compact metric space
with the metric structure d. For any compact subset Y ⊆ X, let h(T ;Y )

denote the standard topological entropy of T restricted on Y (see, e.g.,
ref. 7 for the definition of the topological entropy of a dynamical system).

By a compact system (X,T ) defined on X, we mean T : X →X is a
continuous transformation of X. A compact dynamical system (X,T ) is
called positive entropy if the topological entropy h(T ) is positive. Let Z+
mean the set of all nonnegative integers and let

Orb+(x)={T n(x) |n∈Z+}

denote the forward orbit of x under T and Orb+(x) denote the closure.
In general, a compact positive entropy dynamical system (X,T ) contains
chaotic orbits. Therefore, we would like to make the following definition.

Definition 1. For any given compact system (X,T ), a point x ∈X

is called a zero-entropy point if h(T ;Orb+(x))=0.

Furthermore, we define

Ô(X,T )={x ∈X |h(T ;Orb+(x))=0}, (1.2)

E0(X,T )=
⋃{

Orb+(x) | x ∈ Ô(X,T )
}

(1.3)
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and call E0(X,T ) the zero-entropy set of (X,T ). Clearly, E0(X,T ) is
T -invariant but not necessarily compact.

At the first glance, our zero-entropy set seems smaller than some “non-
typical” point sets studied in Barreira and Schmeling(2) since they proved
those “non-typical” point sets have full topological entropy and full dimen-
sion property; while one can always find many typical points which are zero-
entropy points, for examples, periodic points of T . One may guess that from
the view point of the ergodic theory, (X \E0, T|X\E0) might be a really small
subsystem. However, we have Theorem 1.

Theorem 1. Suppose (X,T ) is a locally expanding compact dynam-
ical system. Then the Hausdorff dimension of the zero-entropy set van-
ishes, that is, HD(E0(X,T ))=0.

Note that every locally expanding compact system must have positive
topological entropy. Here (X,T ) is locally expanding if there exists ε > 0
and λ>1 so that

d(T x, T y)�λd(x, y) (∀x, y ∈X with d(x, y)<ε). (1.4)

Theorem 1 shows that the zero-entropy set is really small from the
viewpoint of topology, although it might be large from the viewpoint of
ergodic theory. On the other hand, it might be still useful to describe the
topological property of the substitution sequences in substitution dynam-
ics, automatons, coding and symbolic dynamics.

The paper is organized as follows. In Section 2.1, we first review
Bowen’s definition of entropy for noncompact sets. Then in Section 2.2, we
estimate the entropy of the zero-entropy set of a given compact dynamical
system. Finally, in Section 2.3, we prove our main result (Theorem 1) in this
paper. In Section 2.4, we post a question. In Section 2.5, we give an example
to show why locally expanding is necessary in our result. In Section 3, we
give an application of our main theorem to substitution sequences.

2. ENTROPY AND HAUSDORFF DIMENSION

We need Bowen’s definition of entropy for non-compact sets in our
proof of Theorem 1. Let us recall it. Suppose (X,T ) is a compact dynam-
ical system on a compact metric space (X, d).

2.1. Bowen’s Entropy for Noncompact Sets

For any Y ⊆ X not necessarily compact, Bowen defined in ref. 3 the
topological entropy hH(T ;Y ) much like Hausdorff dimension, that is, with
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the “size” of a set reflecting how T acts on it rather than its diameter.
Here the subscript H means the topological entropy is defined in the view-
point of Hausdorff dimension. Let U be a finite open cover of X. We write
E ≺U if E is contained in some member of U and {Ei}≺U if every Ei ≺U.
Let lT ,U(E) be the biggest nonnegative integer such that

T k(E)≺U ∀ k ∈ [0, lT ,U(E)), (2.1)

where lT ,U(E) = 0 if E �≺ U and lT ,U(E) = +∞ if T k(E) ≺ U for all k � 1.
Now set

diamU(E)= exp(−lT ,U(E)) (2.2)

and then

DU(E, λ)=
∞∑

i=1

(diamU(Ei))
λ (2.3)

for any family of subsets E={Ei}∞1 and for any λ∈R+. Define the mea-
sure MU,λ(Y ) by

MU,λ(Y )= lim
ε→0

inf
{

DU(E, λ) |
⋃

Ei ⊇Y,diamU(Ei)<ε
}

(2.4)

and then define

dimb,U(T , Y )= inf{λ∈R+ : MU,λ(Y )=0}. (2.5)

Finally, Bowen’s dimension entropy of T relative to Y ⊆X is given by

hH(T ;Y )= sup
U

{dimb,A(T , Y )}, (2.6)

where U ranges over all finite open covers of X. For the special case where
Y =X, we write

hH(T )=hH(T ;X). (2.7)

However, since X is compact, hH(T ) identically equals the usual topolog-
ical entropy h(T ) defined by Adler et al. in ref. 1.
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2.2. The Entropy of the Zero-Entropy Set

Since the zero-entropy set E0(X,T ) is not necessarily compact, we
need to use Bowen’s dimension entropy.

Lemma 1. Let (X,T ) be a compact dynamical system and Y ⊆X.
Then

hH



T ;
⋃

y∈Y

Orb+(y)



= sup
y∈Y

{
h(T ;Orb+(y))

}
.

Proof. In order to prove the lemma, we only need to show

hH



T ;
⋃

y∈Y

Orb+(y)



� sup
y∈Y

{
h(T ;Orb+(y))

}
. (2.8)

Write

ϒ =
⋃

y∈Y

Orb+(y). (2.9)

For any x ∈ ϒ , there is some ŷ ∈ Y such that x ∈ Orb+(ŷ). Let VT (x) be
the set of the weak∗ accumulation points of the sequence of measures
{µn,x}∞n=1, where

µn,x := 1
n

n−1∑

i=0

δT ix (n=1,2, . . . ).

Here δT ix denotes the Dirac probability measure concentrated on the
point T ix. The closure of Orb+(x) is a closed T -invariant set contained
in Orb+(ŷ). Therefore, for every measure µ ∈ VT (x) the support supp(µ)

is contained in Orb+(ŷ). The same is true for almost every ergodic com-
ponent of µ, so

hµ(T )�h(T ;Orb+(ŷ))� sup
x∈Y

{
h(T ;Orb+(x))

}
. (2.10)

Thus by [ref. 3, Theorem 2], hH(T ;ϒ) � supx∈Y {h(T ;Orb+(x))}, as
desired.
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Remark 1. Lemma 1 above is nontrivial because Bowen’s dimension
entropy hH(·) has only the countable stability (refer to ref. 3) and Adler
et al. entropy h(·) has only the finite stability (refer to ref. 7, Theorem
7.5). But in the lemma,

⋃
y∈Y Orb+(y) could be uncountable union of

sets.

For any real number α �0 and for any given compact dynamical sys-
tem (X,T ), let

Eα(X,T )=
⋃{

Orb+(x) |x ∈X, h(T ;Orb+(x))=α
}

. (2.11)

Lemma 2. Let (X,T ) be a compact dynamical system. Then

hH(T ;Eα(X,T ))=α (∀α ∈R+)

if Eα(X,T ) �=∅. In particular, hH(T ;E0(X,T ))=0.

Proof. The statement comes immediately from Lemma 1.

2.3. Proof of Theorem 1

Recall that a compact dynamical system (X,T ) is ε-locally expanding
with skewness λ if there exists ε >0 and λ>1 so that

d(T x, T y)�λd(x, y) (∀x, y ∈X with d(x, y)<ε). (2.12)

For a locally expanding dynamical system, the following relation holds:

Lemma 3 ([ref. 5, Theorem 4.5]). Let (X, d) be a compact metric
space and let f : X →X be an ε-locally expanding map with skewness λ.
Then

HD(Y )� hH(f ;Y )

log λ
(∀Y ⊆X).

Proposition 1. Let (X,T ) be ε-locally expanding with skewness λ.
Then the following inequality holds:

HD(Eα(X,T ))�α/ log λ (∀α ∈R+).

Proof. The statement follows easily from Lemmas 2 and 3.

Proof of Theorem 1. As hH(T ;E0(X,T )) = 0, by Lemma 2, the
statement follows immediately from Proposition 1.
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2.4. An Open Problem

For a locally expanding compact dynamical system (X,T ), it is known
that there is a unique maximal-entropy probability measure µmax such that
hµmax(T )=h(T ). Write simply αmax =hµmax(T ). It is easily seen that

Eαmax(X,T ) = supp(µmax), (2.13)

HD(µmax) � HD(Eαmax(X,T )). (2.14)

Here

HD(µ) := inf{HD(B) |B ∈B(X), µ(B)=1}

for any Borel probability measure µ supported on X. It is should be noted
that in general

HD(µ)�HD(supp(µ)).

We would like to ask the following question.
Question 1. For a locally expanding compact dynamical system

(X,T ), whether

HD(Eαmax(X,T ))=HD(X)?

and whether

HD(µmax)=HD(Eαmax(X,T ))?

This problem is interesting in statistical physics. We conjecture that
its answer is positive. In ref. 4, by choosing an equivalent “good” metric,
the author proved that HD(µmax) = HD(Eαmax(X,T )) = HD(X) in the sense
of the new metric. In particular, the standard metric of a symbolic system
defined as in Eq. (3.3) below is “good” in our sense.

2.5. A Further Remarks on the Condition “Locally Expanding”

Let S1 be the unit circle with the usual metric. Consider a rational
rotation

Rα : S1 →S1 (2.15)

with nonnegative rotation number α ∈Q. Clearly,
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E0(S1,Rα)=S1 and HD(S1)=1. (2.16)

For any ergodic measure µ of (S1,Rα), we have HD(µ) = 0 < HD(S1).
Therefore, the condition “ε-locally expanding with skewness λ” is essen-
tially needed in our Theorem 1 and Question 1.

3. AN APPLICATION TO SUBSTITUTION SEQUENCES

Let A = {0,1, . . . , s − 1} be the alphabet of cardinality s � 2. A∗
denotes the set of all finite words over A. A substitution ζ on A is a map
from A to A∗ which associates each letter i ∈A,0� i �s −1, to a word ζ(i)

with length |ζ(i)|= 
i (assumed to be � 2 for one i at least). Any substi-
tution ζ induces a map from A∗ to A∗ by putting

ζ(w)= ζ(w0)ζ(w1) · · · ζ(wn) if w =w0w1 . . .wn ∈A∗ (3.1)

and likewise we can define a map from AN to AN, also denoted by ζ , by

ζ(x)= ζ(x0)ζ(x1) · · · if x= (xn)n�0 ∈AN. (3.2)

A substitution ζ is said to be primitive if there exists k such that ζ k(α)

contains β for every pair α,β ∈A [ref. 6, Definition V.2].
Let λ>1 be arbitrarily given. Take on AN a topology induced by the

following standard metric

d(x,y)=λ−n(x,y) if x= (xi)i�0 and y= (yi)i�0 ∈AN, (3.3)

where

n(x,y)=
{∞, if x=y,

min{i |xi �=yi}, if x �=y.
(3.4)

Notice that ζ : AN →AN is continuous but may not onto. In the theory of
substitution systems, one is interested in fixed points of ζ or ζ k for k >1,
those points are called substitution sequences defined by ζ (see, e.g., ref. 6).

Let

σ : AN −→AN

be the standard shift defined by

(x0x1x2 · · · ) 
−→ (x1x2 · · · ) (∀x= (xi)i�0 ∈AN). (3.5)
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Then (AN, σ ) is a compact positive entropy dynamical system and is
locally expanding.

For any x ∈ AN, let Orb+(x;σ) be the closure of the forward orbit
{σn(x) |n∈Z+} of x under σ . Then (Orb+(x;σ), σ|Orb+(x;σ)

) is a compact
subsystem of (AN, σ ). Write

Sζ =
⋃{

Orb+(u;σ) |u is a substitution sequence of ζ
}

.

(3.6)

In the study of substitution systems, one would like to know how big is
Sζ ? From our Theorem 1, we have the following result.

Proposition 2. Let ζ be a primitive substitution on A. Then
HD(Sζ )= 0.

Proof. For any x∈Sζ , it follows from [ref. 6, Proposition V.19] that

h(σ ;Orb+(x;σ))=0.

Furthermore, by Theorem 1, we obtain HD(Sζ )=0.
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